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\textbf{ABSTRACT}

We discuss non-trivial effects which emerge when a single spin is embedded in various (normal and Josephson) junctions and discuss a new experimental technique to probe single spin dynamics. We show that current may be influenced by the presence of a single spin and the converse. New spin mutations in a Josephson junction are predicted. We discuss a new general experimental technique to probe single spin dynamics via noise spectroscopy by carefully monitoring the current noise, important information can be extracted regarding a single spin motion.
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\section{1. INTRODUCTION}

There has been intensified interest in the electronic transport through atomic impurities or quantum dots in condensed matter physics. The novel features arising from the quantization of both the electronic spectrum and the electronic charge on these impurities have been well studied. More recently, the behavior of a single magnetic spin has also received much attention. No fundamental principle precludes the measurement of a single spin, and therefore the capability to make such a measurement depends on our ability to develop a detection method of sufficient spatial and temporal resolution. The standard electron spin detection technique - electron spin resonance - is limited to a macroscopic number (\(\geq 10^{10}\)) of electron spins.\textsuperscript{1} Recent experiments employing spin polarized STM (scanning tunneling microscope)\textsuperscript{2} open new possibilities of investigation of magnetic systems at spatial resolutions of the atomic scale. Single spin detection and manipulation may play a major role in spintronics and quantum information processing. In spintronics, spins can be used as elementary information storage units.\textsuperscript{3,4} In the realm of quantum computing,\textsuperscript{5,6} several architecture proposals rely crucially on the ability to manipulate and detect single spins. Thus far, the possibility of a single spin observation is a challenging issue. The state-of-the-art magnetic resonance force microscopy has recently achieved the resolution of about 100 fully polarized electron spins.\textsuperscript{7} The atomic resolution of the STM can provide an alternative technique for the single spin detection.\textsuperscript{8,9} In this paper, we address various spintronic systems in which a magnetic spin is weakly coupled to two leads. The leads may be either conventional conductors, superconductors (Josephson junction) or may represent an STM tip and a non-magnetic surface. The outline is as follows: In Section 2, we illustrate how the current flowing in a normal junction immersed in a weak magnetic field may be modulated by a single spin, thus allowing single spin detection. In section 3, we illustrate the converse - we show that rather novel single spin cluster dynamics can emerge when spins are embedded within Josephson junctions. We provide explicit predictions for this new effect and suggest its detection. In section 4 we introduce a new experimental technique for monitoring the dynamics of a single spin. Here, the two leads of previous sections refer to a polarized STM tip and a normal non-magnetic surface. We propose that the noise in the current may allow to directly monitor a fluctuating single spin state.
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2. MODULATION OF TUNNELING CURRENT

In this section, we analyze the modulation of tunneling current between two metallic leads when an intervening single spin is introduced. We predict the existence of an oscillation mode whose frequency is twice the Larmor frequency. The model system under consideration is illustrated in Fig. 1.

In the presence of a magnetic field, the spin precesses around the field direction. We assume that there are no electron-electron interaction and spin-orbit interactions within the metallic leads. We model the spin and its leads by the Hamiltonian:

$$\mathcal{H} = \sum_{k \in \{L,R\}, \sigma} \epsilon_{k\sigma} c_{k\sigma}^\dagger c_{k\sigma} + J \sum_{\sigma, \sigma'} d_{\sigma}^\dagger \Omega_{\sigma\sigma'} d_{\sigma'} + \sum_{k \in \{L,R\}, \sigma, \sigma'} (V_{k\sigma,\sigma'} c_{k\sigma}^\dagger d_{\sigma'} + \text{H.c.}).$$  \hspace{1cm} (1)

Here $c_{k\sigma}^\dagger$ ($c_{k\sigma}$) creates (destroys) an electron with momentum $k$ and spin $\sigma$ in either the left ($L$) or the right ($R$) lead, and $d_{\sigma}^\dagger$ ($d_{\sigma}$) is the creation (annihilation) operator of the single electron with spin $\sigma$ at the magnetic spin site. The quantity $\epsilon_{k\sigma}$ are the single particle energies of conduction electrons in the two leads. The electrons on the spin impurity site is connected to those in the two leads with the tunneling matrix elements $V_{k\sigma,\sigma'}$. The single electron on the impurity site is coupled to the local spin through a direct exchange interaction of strength $J$. The form of the coupling matrix $\hat{\Omega}$ in Eq. (1) will be discussed below. Since the Zeeman coupling of the electrons on the impurity site to the external magnetic field is usually very small compared with the exchange coupling to the local spin, this interaction term has been neglected. The local magnetic spin $\mathbf{S}$ is defined in a three-dimensional spin space. In an external magnetic field $\mathbf{B}$, a torque will act on the magnetic moment $\mu$ of amount $\mu \times \mathbf{B}$, where $\mu = \gamma \mathbf{S}$ with $\gamma$ the gyromagnetic ratio. The equation of motion of the local spin is given by $\frac{d\mathbf{S}}{dt} = \mu \times (\gamma \mathbf{B})$. For a static magnetic field applied along the $z$ direction, we shall see that the local spin would precess about the field in the absence of friction. The coupling matrix then becomes:

$$\hat{\Omega} = \begin{pmatrix} \Omega_{\uparrow\uparrow} & \Omega_{\uparrow\downarrow} \\ \Omega_{\downarrow\uparrow} & \Omega_{\downarrow\downarrow} \end{pmatrix} = \begin{pmatrix} \cos \theta & \sin \theta e^{-i\phi} \\ \sin \theta e^{i\phi} & \cos \theta \end{pmatrix}. \hspace{1cm} (2)$$

In Eq. (2), $\theta$ is the angle between $\mu$ and $\mathbf{B}$, and $\phi = -\omega_L t + \phi_0$ with $\omega_L = \gamma B$ the Larmor frequency and $\phi_0$ an initial azimuthal angle. If friction is present between the spin and its environment, the local spin would eventually become parallel to the field. The friction corresponds to the relaxation processes characterized by time $T$. We assume that $T$ is sufficiently long for the precession to be well defined. As the energy associated with the spin precession, $h \omega_L \sim 10^{-8}$ eV, is much smaller than the typical electronic energy on the order of 1 eV, the spin precession is very slow as compared to the time scale of all conduction electron process. This allows us to treat the electronic problem adiabatically as if the local spin is static for every instantaneous spin orientation.\cite{10} Our aim is to calculate the conductance through the spin impurity. In a generalized Büttiker-Landauer formalism,\cite{11,12} it can be expressed as:\cite{13}

$$g = \frac{e^2}{h} \int d\epsilon \epsilon f_{\sigma}(\epsilon) \text{Im} \{ Tr \left[ \frac{2 \Gamma_L \Gamma_R}{\Gamma_L + \Gamma_R} \hat{G}^{\sigma}(\epsilon) \right] \}. \hspace{1cm} (3)$$

Equation (3) expresses the linear-response conductance in terms of the transmission probability weighted by the derivative of the Fermi distribution function, $f_{\sigma}(\epsilon) = \frac{1}{2} \left\{ 1 + \exp[\frac{\epsilon - \mu}{k_B T}] + 1 \right\}$, with $\mu$ the chemical potential in the equilibrium state. The transmission probability is constructed as a product of the elastic coupling to the
leads and the Green function of electrons on the spin impurity site. The coupling to the leads is represented by the full line-width function:

$$\Gamma_{\sigma\sigma'}^{L(R)} = 2\pi \sum_{k,\sigma'' \in L(R)} V_{k,\sigma'' \sigma'}^* V_{k,\sigma'' \sigma'} \delta(\epsilon - \epsilon_k) .$$  

(4)

Here we assumed that the couplings to the left and right leads are factorizable, i.e., $\Gamma^L = \lambda \Gamma^R$. The quantity in Eq. (3) $\hat{G}^\sigma(t)$ is the Fourier transform of the retarded Green function for electrons on the spin impurity site:

$$G_{\sigma\sigma'} = -i\Theta(t) \langle [d_\sigma(t), d_{\sigma'}^\dagger(0)]_+ \rangle ,$$

(5)

where $[\ldots]_+$ is the anticommutator, $\Theta(t)$ the Heaviside step function, and $d_\sigma^\dagger(t)$ ($d_\sigma(t)$) the impurity-site electron operators in the Heisenberg picture, e.g., $d_\sigma(t) = e^{iHt} d_\sigma e^{-iHt}$. Both $\hat{\Gamma}$ and $\hat{G}^\sigma$ are matrices in the spin space of the impurity-site electron. The remaining task is to evaluate the impurity-site electron Green function. This calculation should be done in the presence of the coupling to leads. We employ the equations-of-motion method to this end. We differentiate $G_{\sigma\sigma'}$ with respect to time, thereby generating new Green functions. As we show below, in the absence of electron correlation, the equations of motion for $G_{\sigma\sigma'}$ can be closed exactly. Otherwise, the higher-order equations-of-motion arising from electron correlation must be truncated to close the equations-of-motion for $G_{\sigma\sigma'}$. Using the commutator $[d_\sigma, H]_-$, we find the equation of motion for $G_{\sigma\sigma'}$:

$$i \frac{\partial G_{\sigma\sigma'}(t)}{\partial t} = \delta(t) \delta_{\sigma\sigma'} + J \sum_{\sigma''} \Omega_{\sigma\sigma''} G_{\sigma''\sigma'}(t) + \sum_{k,\sigma'' \in L(R)} V_{k,\sigma'' \sigma'}^* G_{k\sigma''\sigma'}(t) .$$

(6)

The derivative of $G_{\sigma\sigma'}$ generates a Green function describing the coupling of the impurity site to the leads, $G_{k\sigma,\sigma'} = -i\Theta(t) \langle [c_{k\sigma}(t), d_{\sigma'}^\dagger(0)]_+ \rangle$.

(7)

Using the commutator $[c_{k\sigma}, H]_-$,

$$i \frac{\partial G_{k\sigma,\sigma'}(t)}{\partial t} = \epsilon_k G_{k\sigma,\sigma'}(t) + \sum_{\sigma''} V_{k\sigma,\sigma''} G_{\sigma''\sigma'}(t) .$$

(8)

Eq. (6) for $G_{k\sigma,\sigma'}$ now closes with the aid of Eq. (8). Fourier transforming these equations, we obtain

$$\omega G_{\sigma\sigma'}(\omega) = \delta_{\sigma\sigma'} + J \sum_{\sigma''} \Omega_{\sigma\sigma''} G_{\sigma''\sigma'}(\omega) + \sum_{k,\sigma'' \in L(R)} V_{k,\sigma'' \sigma'}^* G_{k\sigma''\sigma'}(\omega) ,$$

(9)

$$\omega G_{k\sigma,\sigma'}(\omega) = \epsilon_k G_{k\sigma,\sigma'}(\omega) + \sum_{\sigma''} V_{k\sigma,\sigma''} G_{\sigma''\sigma'}(\omega) .$$

(10)

A little algebra yields the solution

$$G_{++}(\omega) = \frac{1}{\omega - (J\Omega_{++} + \Sigma_{++}) - \Sigma_1} ,$$

$$G_{+-}(\omega) = \frac{(J\Omega_{++} + \Sigma_{++}) G_{--}(\omega)}{\omega - (J\Omega_{++} + \Sigma_{++})} ,$$

$$G_{-+}(\omega) = \frac{1}{\omega - (J\Omega_{--} + \Sigma_{--}) - \Sigma_2} ,$$

$$G_{--}(\omega) = \frac{(J\Omega_{--} + \Sigma_{--}) G_{++}(\omega)}{\omega - (J\Omega_{--} + \Sigma_{--})} .$$

(11)

(12)

In Eq. (12), the self-energy matrix due to the coupling to the leads is:

$$\Sigma_{\sigma\sigma'}(\omega) = \sum_{k,\sigma'' \in L,R} \frac{V_{k,\sigma'' \sigma'}^* V_{k,\sigma'' \sigma'}}{\omega - \epsilon_k} ,$$

(13)

$$\Sigma_1(\omega) = \frac{(J\Omega_{++} + \Sigma_{--})(J\Omega_{--} + \Sigma_{--})}{\omega - (J\Omega_{++} + \Sigma_{--})} ,$$

$$\Sigma_2(\omega) = \frac{(J\Omega_{++} + \Sigma_{--})(J\Omega_{--} + \Sigma_{--})}{\omega - (J\Omega_{++} + \Sigma_{--})} .$$

(14)
Equation (13) shows that the structure of the self energy is determined by the nature of the tunneling matrix elements \( V_{k\sigma,\sigma'} \). The retarded self energy can be written in terms of the principle and imaginary parts:

\[
\Sigma^{\text{r}}_{\sigma\sigma'}(\omega) = P \sum_{k,\sigma'' \in L, R} \frac{V_{k\sigma'',\sigma} V_{k\sigma',\sigma'}}{\omega - \epsilon_k} - \frac{i}{2} [\Gamma_{\sigma'}^{L}(\omega) + \Gamma_{\sigma'}^{R}(\omega)],
\]

where the full line-width functions have been given by Eq. (4). The solution for \( \tilde{G}^{\text{r}}(\omega) \), as given by Eq. (12), can now be employed to evaluate the conductance by Eq. (3). The structure of the full line-width functions, \( \Gamma^{L,R} \), is determined by the details of the tunneling matrix \( V_{k\sigma,\sigma'} \). We use the full line-width functions as the coupling parameters. The full retarded self-energies \( \Sigma^{\text{r}} \) are evaluated according to Eq. (15). For simplicity, we assume symmetric tunneling barriers between the local spin and the leads, therefore, \( \Gamma^{L} = \Gamma^{R} = \Gamma \). As the density of states around the Fermi surface in the leads is broad and flat, the couplings are constant. In the following, we measure the energy in units of the exchange integral between the electrons and the local spin, \( J \), and consider the conductance at zero temperature. In zero magnetic field, the spin is static. In Fig. 2, we plot the conductance versus the chemical potential with various values of the spin-flip coupling \( \Gamma_{\sigma} = 0.1 \) (red-solid line), 0.4 (green-dashed line), and 0.8 (blue-dotted line). The results shown in panels (a) through (c) correspond to three different local spin orientations in zero magnetic field: \( (\theta, \phi_0) = (0,0), (\pi/4,0), (\pi/2,0) \). The spin-conserved coupling, \( \Gamma_{\sigma} = 0.1 \).

As we showed, in the presence of magnetic field, the local spin will precess with the Larmor frequency. The
question is whether this Larmor precession will manifest in the conductance of electrons transported through this local spin, which we now address below. To be relevant to the experimental situation, we consider the electron tunneling in the off-resonance regime by choosing the value of the chemical potential other than ±1. In Fig. 3, we plot the conductance as a function of the phase \( \phi \) accumulated by the precession of the local spin for various values of the spin-flip couplings. Without loss of generality, we have taken \( \theta = \pi/2 \) and \( \phi_0 = 0 \). The results shown in the left panels (a)-(c) correspond to three typical values of the chemical potential \( \mu = 0, 0.4, \) and 0.8. Also shown in the right panels is the Fourier spectrum for a fixed value \( \Gamma_\sigma/\Gamma_n = 0.4 \) with the chemical potential same as in the left panels. Several features are noteworthy: (i) The conductance oscillation occurs only when the spin-flip couplings is nonzero and its oscillation amplitude increases with the spin-flip couplings. (ii) When \( \mu = 0 \), the conductance exhibits the periodicity of \( \pi \) (see Fig. 3(a)), which corresponds to the oscillation of frequency \( 2\omega_L \). When \( \mu \) is nonzero, the conductance oscillates in phase with a basis period of \( 2\pi \), that is, with frequency \( \omega_L \) (see Fig. 3(b) and (c)). Generally, there still exists of the \( 2\omega_L \) mode, the Fourier spectral weight of which decreases with the deviation of \( \mu \) from zero but is enhanced by the spin-flip couplings. These modes can be seen more clearly from the Fourier spectrum. Analytically, we find that the imaginary part of the off-diagonal components of the retarded Green function satisfy \( \text{Im}G_{\sigma-}(\phi + \pi) = \text{Im}G_{\sigma+}(\phi) \). Therefore, \( \text{Im}[G_{\sigma+}^* + G_{\sigma-}^*] \) is a periodic function of \( \phi \) with a period of \( \pi \). However, the periodicity of \( \text{Im}G_{\sigma+}^* \) and \( \text{Im}G_{\sigma-}^* \) depends on the position of the chemical potential. With a little algebra, one can obtain:

\[
\text{Im}[G_{\sigma+}^* + G_{\sigma-}^*] = \frac{-4\omega( J \sin \theta \Gamma_\sigma \cos \phi + \omega \Gamma_n) + 2\Gamma_n \tilde{\omega}^2}{\tilde{\omega}^4 + 4( J \sin \theta \Gamma_\sigma \cos \phi + \omega \Gamma_n)^2},
\]

(16)

and \( \tilde{\omega} = [\omega^2 - J^2 - \Gamma_\sigma^2 + \Gamma_n^2]^{1/2} \). Equation (16) shows that the contribution to the conductance from the spin-conserved couplings involves the linear term and quadratic term in \( \cos \phi \). When \( \omega = 0 \), the linear term vanishes, and the oscillation is determined solely by the \( \cos^2 \phi \) term. This explains why the conductance oscillates with frequency \( 2\omega_L \) as \( \mu = 0 \). Moreover, since the contributions to the conductance from \( \text{Im}[G_{\sigma+}^* + G_{\sigma-}^*] \) and \( \text{Im}[G_{\sigma+}^* + G_{\sigma-}^*] \) are weighted by \( \Gamma_\sigma \) and \( \Gamma_n \), respectively, one can expect that the spectral weight of \( 2\omega_L \) mode in the conductance oscillation is appreciable for a large ratio of \( \Gamma_\sigma/\Gamma_n \) even when \( \mu \neq 0 \).

To conclude, we studied the quantum transport through a local impurity spin precessing in an external static magnetic field. We found that the spin-flip coupling between the conduction electrons on the spin and those in the leads are crucial to the appearance of the conductance oscillation. We predict the existence of an oscillation mode with a frequency twice of the Larmor frequency, the Fourier spectral weight of which can be tuned by the position of the chemical potential and spin flip coupling. In reality, the dynamics of the local spin is also influenced by the backaction of the transport currents due to its coupling to the conduction electrons. Our results should be valid in the weak measurement regime, where the spin relaxation time is sufficiently long. In the opposite regime, the interactions of the spin with its surroundings are so strong that the spin precession will die out quickly and the spin is aligned with the magnetic field \( B \). We can then apply a small r.f. field perpendicular to the static magnetic field. By solving the Bloch equation, one can find the transverse components of the spin oscillate with the r.f. frequency. This leads to an exchange interaction between a driven spin and conduction electrons very similar to that given by Eq. (2). The conductance can be evaluated by following the same procedure and the conclusion about the conductance oscillation remains. This setup is experimentally accessible, and its measurement will provide an additional test of the proposed mechanism for the conductance oscillation.

3. SPIN NUTATIONS IN A JOSEPHSON JUNCTION

In this section, we predict the mutation of single spin by a Josephson current (Josephson nutations). Potentially, this might be important for the interception of the information stored on the spin. As in the previous section, the model system under consideration is illustrated in Fig. 1. Now, however, it consists of two ideal superconducting leads coupled to each other by a single magnetic spin. In the presence of a magnetic field, the spin precesses around the field direction. We neglect the interaction of the spin with two superconducting leads. The Hamiltonian for the Josephson junction can be written as:\[ H = H_L + H_R + H_{LR} \].

The first two terms are the Hamiltonians for electrons in the left and right superconducting leads \( H_L(R) = \sum_{k(p)} \epsilon(k(p))c_{k(p),\sigma}^\dagger c_{k(p),\sigma} + \frac{1}{2} \sum_{k(p),\sigma\sigma'} [\Delta_{\sigma\sigma'}(k(p))c_{k(p),\sigma}^\dagger c_{-(k(p),\sigma'),\sigma'}^\dagger + \text{H.c.}] \), where, similar to the previous section, we denote the electron creation (annihilation) operators in the left (L) lead by \( c_{k\sigma}^\dagger \) (\( c_{k\sigma} \)) while those in the
right (R) lead by $c^+_m\epsilon_m \sigma (c_{m\sigma})$. The quantities $k$ (p) are momenta, $\sigma$ the spin index, and $\epsilon_{k(p),\sigma}$, $\Delta_{\sigma\sigma'}(k(p))$ are, respectively, the single particle energies of conduction electrons, and the pair potential in the leads. In this work, we consider s-wave pairing symmetry in the superconducting leads. The two leads are weakly coupled via the tunneling Hamiltonian: \( H_T = \sum_{k}\delta_{\sigma\sigma'}(T_{\sigma\sigma'}(k,p)c^+_k\epsilon_m\sigma c_{k\sigma} + \text{H.c.}) \), where the matrix element $T_{\sigma\sigma'}(k,p)$ transfer electrons through an insulating barrier. When a spin is embedded in the tunneling barrier, the tunneling matrix becomes a spin operator \( :T = T_{0\sigma\sigma} + T_1\mathbf{S} \cdot \sigma_{\sigma\sigma} : \), where $T_{0\sigma\sigma}$ is a spin-independent tunneling matrix element and $T_1$ is a spin-dependent matrix element originating from the direct exchange coupling $J$ of the conduction electron to the localized spin $\mathbf{S}$. We take both to be momentum independent. This is not a crucial assumption and is merely introduced to simplify notations. Typically, from the expansion of the work function for tunneling, \( \frac{i}{T_0} \sim J/U \), where $U$ is a spin-independent tunneling barrier. We further allow a weak external magnetic field $B \sim 10^2$ Gauss. Such a small field will not influence the superconducting state and we may ignore its effect on the leads. The Josephson junction with the spin has two time scales: (i) The Larmor precession frequency of the spin $\omega_L = g_B\mu_B B$, where $g_B, \mu_B$ are the gyromagnetic ratio and Bohr magneton of the conduction electron, respectively. (ii) The frequency $\omega_J = 2eV$ characterizing the Josephson effect when an external voltage $V$ applied.

We now derive the effective action via the Keldysh technique. If all external fields are the same on both forward and backward branches of the Keldysh contour (C) then \( Z = \text{Tr}_C \exp[-i \oint_C dt H_T(t)] = 1 \), where the trace is over both the electron and the spin degrees of freedom. We first take a partial trace in $Z$ over the lead fermions (the bath) to obtain an effective spin action. The Josephson contribution to the resulting spin action reads \( i\delta S = \frac{1}{2} \oint_C dt \oint'_C dt'[T_C H_T(S(t),t)H_T(S(t'),t')] \), much in the spirit of Refs.\(^{17,18} \). For brevity, we set $A_{\sigma\sigma'} = \sum_{k,\alpha} c^+_k\epsilon_m\sigma c_{k\sigma}$. The tunneling Hamiltonian of a phase (voltage) biased junction

\[
H_T = T_{0\sigma\sigma} + T_1\mathbf{S} \cdot \sigma_{\sigma\sigma}\bigg(A_{\sigma\sigma'} \exp(i\phi/2) + A^\dagger_{\sigma\sigma'} \exp(-i\phi/2)\bigg).
\]

In the presence of a dc voltage bias, $\phi = 2eVt$. As $\phi$ is treated classically (i.e. $\phi$ is the same on the upper and lower branches of the Keldysh contour), the contribution $\propto T_0^2$ to \( \delta S \) vanishes. The mixed contribution $\propto T_0T_1$ vanishes due to the singlet spin structure of the s-wave superconductor. The only surviving contribution reads

\[
i\delta S = -\frac{1}{2} \oint_C dt \oint'_C dt'[\mathbf{S}(t) \cdot \sigma_{\alpha\beta}] \mathbf{S}(t') \cdot \sigma_{\delta\gamma}\bigg((T_C A_{\alpha\beta}(t)A_{\delta\gamma}(t')) e^{i\phi(t\pm t')} + (A, \phi \rightarrow A^\dagger, -\phi)\bigg)
\]

where we keep only the Josephson (off-diagonal) terms. The spin structure simplifies for the s-wave case:

\[
i\delta S = T_1^2 \oint_C dt \oint'_C dt'[\mathbf{S}(t) \cdot \mathbf{S}(t')] [iD(t,t')],
\]

where $iD(t,t') \equiv (T_C A_{\alpha\beta}(t)A_{\delta\gamma}(t')) e^{i\phi(t\pm t')/2} + (A, \phi \rightarrow A^\dagger, -\phi)$. Next, we perform the standard Keldysh manipulations, defining upper and lower spin fields $S^{u,d}$ residing on the forward/backward contours and reducing the time ordered integral over Keldysh contour to the integral over forward running time at the cost of making the Green’s function $G$ a $2 \times 2$ matrix. Finally, after a rotation to the classical and quantum components

\[
S_1 \equiv (S^u + S^d)/2, \quad S_2 \equiv S^u - S^d, \quad S_1 \cdot S_2 = 0,
\]

we obtain $i\delta S = i\delta R + \delta S$, where

\[
i\delta R = \int dt \int dt' S_2(t) \cdot S_1(t') [iK_{12}(t,t')].
\]

with $K_{12}(t,t') = T_1^2 [D^R(t,t') + D^A(t,t')]$, and

\[
\delta S = \frac{1}{2} \int dt \int dt' S_2(t) \cdot S_2(t') [iK_{22}(t,t')],
\]

with $K_{22}(t,t') = T_1^2 D^K(t,t')$. The retarded (R) and Keldysh (K) components are defined via

\[
iD^R(t,t') = \Theta(t-t') \langle [A_{\alpha\beta}, A_{\delta\gamma}] \rangle_{-} e^{i\phi(t\pm t')/2} - \text{c.c.},
\]

\[
iD^K(t,t') = \langle [A_{\alpha\beta}, A_{\delta\gamma}] \rangle_{+} e^{i\phi(t\pm t')/2} + \text{c.c.}
\]
The unit sphere for the vectors $\mathbf{n}^{u,l}(t)$ is shown. The contour $C$ is the Keldysh contour for the forward ($u$) and backward ($l$) evolution. To properly describe the spin on this closed contour we analyze the WZWN term, see Eq. (27). For clarity, we draw a small piece of the closed trajectories.

The advanced component in our case is simply $iD^A(t,t') = iD^B(t',t)$. The kernels $K_{12}$ and $K_{22}$ are readily calculated at $T = 0$ from $\mathcal{A} \equiv \langle A(t)\dagger A_{11}(t') \rangle = \sum_{k,p} \frac{\Delta_n}{4\epsilon_k \epsilon_p} e^{-i(\epsilon_k + \epsilon_p)(t-t')}$, where $E_k(p) = \sqrt{\epsilon_k^2 + \Delta^2}$. As only frequencies higher than $2\Delta$ are present in $\mathcal{A}$, the imaginary component $S_I$ (Eq. (22)) vanishes for slow fluctuations of $\mathbf{S}_2$, unlike the real part of the action $S_R$ (due to the presence of $\Theta$ function in Eq. (23)).

To properly describe the dynamics of the spin fields $\mathbf{S}_1$ and $\mathbf{S}_2$, we employ the path integral representation for the spin fields.\textsuperscript{19,20} The action for a free spin consists of two terms $S_0 = g\mu_B \int_{C} dt \mathbf{B} \cdot \mathbf{S} + S_{WZW,N}$. The second, Wess-Zumino-Witten-Novikov (WZWN), term describes the Berry phase accumulated by the spin as a result of motion of the spin on the sphere.\textsuperscript{19,20} We generalize this action for nonequilibrium dynamics within the Keldysh contour formalism (Fig. 4). We write the WZWN term on both forward and backward contours, and consequently analyze matters in terms of $\mathbf{S}_1$ and $\mathbf{S}_2$.

$$iS_{WZW,N} = \frac{i}{S^2} \int_0^1 d\tau \int dt [S^u(t,\tau) \cdot (\partial_\tau S^u(t,\tau)) - (u \rightarrow l)].$$ \hspace{1cm} (24)

The relative minus sign stems from the backward time ordering on the return part of $C$. The spins $S^u,l = Sn^u,l$ with $S$ the magnitude of the spin and $n^{u,l}$ a unit vector field. The additional integral over $\tau$ permits us to express the action in a local form. At $\tau = 0$ we set the spin to point along the $z$ direction at all times; at $\tau = 1$ the spin field corresponds to the physical configurations. Each of the individual WZWN phases (for both the forward ($u$) and backward ($l$) branches) is the spin magnitude ($S$) multiplied by the areas spanned by the trajectories $n^{u,l}(t)$ on the unit sphere. The WZWN term contains odd powers of $\mathbf{S}_2$. Insofar as the WZWN term of Eq. (24) is concerned, the standard Keldysh transformation to the two classical and quantum fields, $\mathbf{S}_1$ and $\mathbf{S}_2$, mirrors the decomposition of the spin in an antiferromagnet (AF) to the two orthogonal slow and fast fields. The difference between the two individual WZWN terms in Eq. (24) is the area spanned between the forward and backward time trajectories. The magnitude of this area traced between times $t$ and $t + \delta t$ is

$$\delta S_{WZW,N} = S(\delta t)n \cdot (n \times \partial_1 n).$$ \hspace{1cm} (25)

Here, the variation between the forward and backward trajectory at a given instant of time is $\delta n = S_2/S$. In Eq. (25), we note that for small variations between the forward and backward trajectories, $\mathbf{n} = S_1/S$. The WZWN action on the Keldysh loop may be expressed as

$$S_{WZW,N} = \frac{1}{S^2} \int dt S_2 \cdot (S_1 \times \partial_1 S_1).$$ \hspace{1cm} (26)

The real part of the total action, $S_{cl} \equiv S_0 + S_R$, determines the quasi-classical equation of motion. The imaginary part of the action $S_I$ is usually responsible for the Langevin stochastic term. In our case, however, the Langevin term is suppressed at frequencies much lower than $\Delta$. The fluctuations of $\mathbf{S}_2$ are not suppressed by the bath and no dissipation appears. The only reason to consider small fluctuations of $\mathbf{S}_2$ is the dominance of the quasi-classical trajectories determined by $S_{cl}$. Thus our analysis applies for large spins. The classical action

$$S_{cl} = S_{WZW,N} + g\mu_B \int dt \mathbf{B} \cdot \mathbf{S}_2 + \int dt \int dt' K_{12}(t,t')\mathbf{S}_2(t) \cdot \mathbf{S}_1(t').$$ \hspace{1cm} (27)
As in the previous section, the spin dynamics is much slower as compared to electronic processes. We thus set $S_1(t') \simeq S_1(t) + (t' - t) dS_1 / dt$. The variational equations $\delta S_{21} / \delta S_2(t) = 0$ imply

$$\frac{dn}{dt} = \alpha n \times \frac{dn}{dt} \sin \omega t + g_{\mu B} n \times B,$$

where henceforth we denote $S_1$ by $S = S n$, and $\alpha = S \sum_{k_p} \frac{|\Delta(E_k - E_p)|^2}{E_k E_p} ((E_k + E_p - eV)^2 - (E_k + E_p + eV)^2)$. The non-dissipative term proportional to $\alpha$ in Eq. (28) arises from superconducting retardations. Both $S \times \frac{dn}{dt}$ and $I \sim \sin \omega t$ are odd in time and their product is allowed in the equation of motion. Due to the spectral gap, dissipation is faint at low temperatures and frequencies. The classical equation of motion, Eq. (28), implies that $n \cdot \frac{dn}{dt} = 0$, as it must to be consistent with the parameterization of the spin on the sphere, $5n = S (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$. Orienting the $z$-axis along the external magnetic field $B$, Eq. (28) reads

$$\frac{d\phi}{dt} = -\frac{\omega L}{1 + \alpha^2 \sin^2(\omega t)} \frac{d\theta}{dt} = -\alpha \frac{d\phi}{dt} \sin \theta \sin \omega t.$$

For a spin initially oriented at an angle $\theta_0$ relative to $B$,

$$\dot{\phi}(t) = -\frac{\omega L}{\omega \sqrt{1 + \alpha^2}} \tan^{-1}\left(\sqrt{1 + \alpha^2} \tan(\omega t)\right),$$

$$\dot{\theta}(t) = 2 \tan^{-1}\left(\frac{(1 - c \cos(\omega t))(1 + c)}{(1 + c \cos(\omega t))(1 - c)} \frac{\tan \theta_0}{2}\right),$$

with $c = |\alpha|/\sqrt{1 + \alpha^2}$ and $\gamma = -\omega L/2 \omega JC$. For $\alpha \ll 1$, $\phi \approx -\omega t$ and $\theta \approx \theta_0 - \alpha(\omega L/\omega t) \sin \theta_0 \cos \omega t$. Canonically, whenever a single spin is subjected to a uniform magnetic field, the spin azimuthally precesses with a frequency $\omega L$. In a Josephson junction, however, the spin exhibits additional polar ($\theta$) displacements. The resulting dynamics (Josephson nutations) may be likened to that of a rotating rigid top. The Josephson current leads to a full non-planar gyroscopic motion (nutations) of the spin much like that generated by applied “torques” on a mechanical top. In Fig. 5, we display the resulting dynamics for the spin. A schematic of the generic spin motion is displayed in Fig. 6. Similar to a classical spinning top, the spin wobbles along the polar direction in addition to azimuthal rotations. Similar dynamics is even expected for a quantum $S = 1/2$. In a spin coherent state path integral, the Schrodinger equation is essentially classical.

We may directly monitor the spin dynamics by SQUID measurements. The spin motion generates a time dependent magnetic field, $\delta B(r, t) = \frac{\delta}{\delta \mathbf{r}} |3 \mathbf{r} \cdot \mathbf{m}(t)| - r^2 \mathbf{m}(t)|/r^3$, superimposed against the constant external field $B$. Here, $\mathbf{r}$ is the position from the spin and the magnetic moment $\mathbf{m}(t) = g_{\mu B} \mathbf{S} \mathbf{n}(t)$. For a ferromagnetic cluster of spin $S = 100$, a detectable field $\delta B \sim 10^{-10}$ Tesla appears in a SQUID placed a micron away. For a SQUID loop of micron dimensions, the corresponding flux variation $\delta \Phi \sim 10^{-7} \Phi_0$ (with $\Phi_0$ a flux quantum) —within reach of modern SQUIDs. For such a setup with $(\Phi(\Phi_0)^{\sim 10^{-1}}$, typical critical Josephson current $J_s(\Phi) \sim 10 \mu A$, $|\Delta| = 1.0$ meV, and $eV \sim 10^{-3}|\Delta|$, we find that $\alpha \approx 0.1$. As $n_\alpha = \sin \theta \cos \phi$, with a similar relation for $n_\phi$, the spin components orthogonal to $B$ vary, to first order in $\alpha$, with a Fourier component at
frequency \(|\omega_L \pm \omega_I|\), leading to a discernable signal in the magnetic field \((B + \delta B)\). For a field \(B \sim 200\) Gauss, \(\omega_L \sim 560\) MHz wherein for a substantial voltage \((\omega_I)\) range, a new side band will appear at \(|\omega_L - \omega_I|\) whose magnitude may be tuned to \(\mathcal{O}(10 - 100)\) MHz. This measurable frequency is markedly different from that associated with standard Larmor frequency \((\omega_L)\) precessions. The efficiency of the detector may be improved by embedding the spin in one of the Josephson junctions of the SQUID. The setup is sketched in Fig. 7. The Josephson junction containing the spin is used both for driving the mutations and, together with the second junction of the SQUID, for detecting them.

To conclude, by analyzing WZWN phases within the non-equilibrium Keldysh framework, we find novel non-planar spin dynamics in the presence of a tunneling Josephson current (Josephson nutations). The coupling of the spin to a superconducting bath produces non-damping spin retardation. This retardation results from additional non-dissipative terms in the spin equations of motion. There are important differences with the case of Josephson effect in the presence of a vibrational mode.\(^{21}\) The dynamics may be monitored by SQUID measurements.

4. SINGLE SPIN NOISE SPECTROSCOPY

In this section we propose to use a spin polarized STM tunnel current to gain spectroscopic information on a single magnetic atom on a non-magnetic surface. The set up is similar to the one used in recent ESR-STM experiments, although we now consider the same for spin polarized current. A scheme is depicted in Fig.(8). We start with a magnetic atom of spin \(S\) placed on an otherwise non-magnetic substrate. This system forms the analogue of Fig.(1) wherein the left lead is replaced by an STM tip and the right lead by the substrate. As we will explain, the noise in the current flowing from the STM tip will allow us, in certain instances, to directly measure the single spin time dependent susceptibility. This is yet another case where the spectroscopy of current noise allows us (where other methods often fail) to directly probe the highly disordered quantum states of a microscopic system (in this case a single spin). In earlier sections, we examined related systems in the presence of a small external magnetic field. Here we consider the situation at a vanishing external field, and within the context of a spin polarized tunnel current. Our work also differs in the former context from,\(^{22}\) and further offers a transparant and accessible account of the underlying physics. Throughout this section we propose and analyze aspects of a new experimental technique for probing single spin dynamics. The outline of this section is as follows:
In subsection 4.1, we derive the general relation between the noise $\langle |\delta I(\omega)|^2 \rangle$ in the current and the single spin susceptibility $\chi(\omega)$. Under quite general circumstances, the noise in the current is directly proportional to the single spin susceptibility, so that measuring the noise in the current immediately gives us valuable information about the single spin susceptibility. In subsection 4.2, we will elaborate on the origin of the spin dependent tunneling matrix elements that form much of the backbone of our proposal. In subsection 4.3, we will discuss the decoherence resulting from backaction effects. Here, we will also relate the spin scattering relaxation rate and DC charge transport and estimate how large the various quantities might be in realistic setups. We will conclude, in subsection 4.4, by evaluating the typical signal to noise ratios for our experimental proposal.

### 4.1. How to probe the Spin Susceptibility via a measurement of the noise

There is a major difference between probing a single spin (as discussed here) and probing a macroscopic magnetic system. In the case of a single atomic spin $S(t)$, we perform a measurement on a microscopic state that is quantum and highly fluctuating due to interactions with its environment. The tunneling experiment discussed here is a specific example of noise spectroscopy, wherein we extract spectroscopic information, such as the single spin relaxation time $T^*$ from the measurement of the noise in the current. The main idea of noise spectroscopy in STM is that the time dependence of the tunneling current will have a characteristic relaxation time that is directly related to spin relaxation time $T^*$. Here $T^*$ does not originate from a directly applied external magnetic field (there is none) but rather from substrate excitations and other effects. The time varying tunneling current $I(t)$ will have a fluctuating component, apart from its average DC value $I_0$. Current noise is given by the Fourier transform of the time-dependent fluctuations of the electrical current leading to the power spectra $\langle |I(\omega)|^2 \rangle$ within the frequency domain. Here, we will focus on the power spectrum of the tunneling current and argue that it is proportional to the local spin susceptibility, $\chi(\omega) = \langle S_0 \cdot S_0 \rangle = \frac{1}{2} T^*$, of the single atom on the substrate. In the above, $T^*$ denotes the relaxation time to the polarization axis of the single local spin (for a macroscopic collection of spins, this would be none other than the standard $T_1$ of NMR gauging the relaxation time to the polarization axis). We reiterate that in the present discussion there is a direct externally applied magnetic field $T^*$, and albeit the similarity the origin of the relaxation time here and in NMR of a completely different origin. A long time exponential relaxation for $\chi(t) \equiv \langle S(t)S(0) \rangle \sim \exp[-t/T^*]$, has as its Fourier transform the above Lorentzian form for $\chi(\omega)$. In this Lorentzian form, the inverse relaxation time $(T^*)^{-1}$ trivially appears as the linewidth of $\chi(\omega)$. If additional short time spin modulations occur, these will augment $\chi(\omega)$ by additional high frequency terms. In what follows, most of our focus will be on the long time (short frequency) behavior of the current noise. In thermal noise, the spectral density $\langle |I(\omega)|^2 \rangle$ is independent of frequency (e.g. being $4k_BT/R$ at a temperature $T$ for current flowing through a resistor of magnitude $R$). Shot noise, on the other hand, results from the discrete pulse-like character of electrical current. Its magnitude exhibits a white noise (frequency independent) spectrum that is proportional to the average DC current, $\langle |I(\omega)|^2 \rangle \approx \sigma^2 I_0$ (where the numerical constant $\sigma = 2$ for a simple conductor), up to a certain cut-off frequency which is related to the time required for an electron to travel through the conductor. Examples of noise spectroscopy include the noise NQR measurements, noise in Faraday rotation and, more recently, noise spectroscopy of a local spin dynamics in STM. The central feature present in all of these examples is that the quantum system is not driven by external fields. Rather, the noise in the signal itself (e.g. thermal, shot, ...) sans any applied polarizing field allows us to extract spectroscopic information. Here we consider the excess noise produced by a single spin whose time-dependent quantum state we wish to probe. We suggest that over a certain parameter range, the excess noise generated
by the single spin will be the dominant noise source in a single spin tunnel junction. To make matters concrete, consider the tunneling between two contacts in the presence of a localized spin $\mathbf{S}$. The Hamiltonian, similar to those present in earlier sections, assumes the form

$$\hat{H} = \sum_{n\sigma} \epsilon_{L_n\sigma} c_{L_n\sigma}^\dagger c_{L_n\sigma} + \sum_{nn'\alpha\beta} c_{L_n\alpha}^\dagger \left[ T_0 + T_1 \mathbf{S} \cdot \sigma_{\alpha\beta} \right] c_{Rn'\beta} + (L \rightarrow R).$$  \hfill (30)

In the above, $\sigma_{\alpha\beta}$ is the Pauli matrix vector with matrix indices $\alpha$ and $\beta$, the fermionic $c_{L_n\sigma}, c_{L_n\sigma}^\dagger$ are the annihilation and creation operators of electrons in the $n$-th eigenstate of the lead $\lambda = L, R$ with $\sigma = \pm 1$ the (up/down) spin polarization label. The left lead (L) is the STM tip, and the right lead (R) refers to the surface. For infinite “free” leads, the eigenstates $\{ \ket{n} \}$ simply correspond to the various plane wave states $\{ \ket{k} \}$. In real systems, all hopping matrices $\hat{T}$ will carry additional $n, n'$ labels. However, to make the notation more compact we will dispense with these indices. The wavefunctions of our system are superpositions of the direct product states $\ket{\psi_L} \otimes \ket{\psi_R} \otimes \ket{\psi_R}$ - the direct product of the state of the left contact, the impurity spin, and the right contact. The tunneling matrix $\hat{I}$ present in the second term of Eqn.(30) couples all of these different states. It has two contributions: the term proportional to $T_0$ describes the spin independent tunneling while the term proportional to $T_1$ depicts the spin dependent contributions arising from the exchange interaction for electrons tunneling to the magnetic atom. Only the second term in Eqn.(30) will give rise to net current flow from the left to the right contact. In section(4.2), we will explain the origin and elaborate on the magnitude of the spin independent and dependent terms. A chemical potential shift (voltage drop) between the two bands $\{ c_{nL} \}$ and $\{ c_{nR} \}$ will lead to a DC current within the steady state. Henceforth, we will assume that the tunneling electrons are partially spin polarized. There are several situations where such interactions may materialize. In a ferromagnetically coated tip a chemical potential difference $2\delta \mu_\sigma$ separates the two different spin polarizations: $\epsilon_{L_n} = \epsilon_{L_n} + \delta \mu_\sigma$. Ferromagnetically coated tips have proven to be very successful in the study of magnetic structures. Very recently, an alternative approach using antiferromagnetically coated tips with no ferromagnetic order has been used to produce spin polarized current. These tips might have potential benefits as compared to ferromagnetic tips. A ferromagnetic tip may produce a field of $O(1)$ Tesla at a separation of few angstroms from the surface. Ferromagnetic tips may therefore lead huge precession frequencies that are difficult to measure. In the case of an antiferromagnetic tip, there is a vanishing dipolar field. Both of these techniques may be used for the measurements proposed here. In what follows, we are not interested in a specific model for how the spin polarized current is generated. We define a parameter $A$ that relates the spin polarized current to the net tunneling current. It is this parameter that will be determined by a particular microscopic model of the tip. Hereafter, we will treat $A$ as a phenomenological parameter. As may be seen by examining the spin dependent contribution to $\hat{T}$, the tunneling electrons exert torques on the localized spin $\mathbf{S}$ which lead to corrections to the spin dynamics. To lowest order in $T_1$, however, such effects are not present. Similarly, in what follows, we ignore the spin-flip interactions between the local moment and electrons in the substrate (i.e., we assume that the experimental temperature is higher than any relevant Kondo temperature $T > T_K$). Below the Kondo temperature, we may not ignore the spin-flip interactions of the localized spin with the substrate electrons- the local spin susceptibility will be heavily influenced by these interactions. Here we will only consider $T > T_K$ (a free impurity spin) for the sake of simplicity. For temperatures lower than the Kondo scale, the Kondo effect might manifest itself through changes in the observed current noise that we discuss here for the free spin case. We now employ the Heisenberg representation and absorb the time dependence in all operators $\{ \hat{O} \}$, i.e. $\hat{O}(t) = \exp[-it\hat{H}]\hat{O}\exp[it\hat{H}]$, with $\hat{O}_2 = \hat{O}(t = 0)$ the operator in the Schroedinger representation which we now forsake. All finite temperature expectation values $\langle \hat{O}(t) \rangle$ represent $\sum_r \rho_r \langle \psi_t(0)|\hat{O}(t)|\psi_t(0) \rangle$ with $\psi_t(t = 0)$ the zero time wavefunction of the Schroedinger representation which does not evolve within the Heisenberg formulation and $\rho_t$ its probability within the density matrix formulation. Let us now give a simple qualitative description of the effect that we address here. By directly computing $dN_L/dt$, the charge current

$$\hat{I}(t) = -ie \sum_{nn'\alpha\beta} c_{L_n\alpha}^\dagger(t)[T_0 \delta_{\alpha\beta} + T_1 \mathbf{S}(t) \cdot \sigma_{\alpha\beta} c_{Rn'\beta}(t)] + h.c.,$$  \hfill (31)

with $e$ the electronic charge. The tunneling current has a part that depends on the localized spin via

$$\delta \hat{I}(t) = cT_1 \mathbf{S}(t) \cdot \mathbf{I}_{\text{spin}}(t),$$  \hfill (32)
where
\[ \hat{I}_{\text{spin}}(t) = -i \sum_{\alpha \beta} c_{\text{L}}^\dagger(t) \sigma_{\alpha \beta} c_{\text{R}}(t) + h.c., \]  
(33)

is the spin polarization dependent contribution to the electronic current. This expression has a very transparent meaning. Its z-component, \( \hat{I}_{\text{spin}}^z(t) = -i(c_{\text{L},z}^\dagger(t)c_{\text{R},z} + c_{\text{R},z}^\dagger c_{\text{L},z}) + h.c. \), is the net flow of up spin minus the flow of down spin. A DC current of polarized electrons flowing from the tip to the surface trivially leads to a uniform spin polarized current \( \hat{I}_{\text{spin}} \). We assume that there is a non-vanishing steady state spin polarized current component tunneling from the tip to the surface, assumed to be aligned along (or defining) the z axis: \( \langle \hat{I}_{\text{spin}}^z(t) \rangle = \delta_{\text{t},z} A \) + time dependent fluctuations, with a finite \( A \neq 0 \). An application of the diagrammatic analysis introduced in\(^{28} \) reveals that four contributions result each of which is, at most, of the order of the contribution that we discuss below. To lowest order in the hopping amplitude \( t_1 \), the electronic current-current correlation function originating from the spin dependent part that we wish to probe,
\[ \langle [\delta \hat{I}(t), \delta \hat{I}(t')] \rangle = e^2 T_1^2 \langle S^z(t) S^z(t') \rangle \langle \hat{I}_{\text{spin}}^z(t) \hat{I}_{\text{spin}}^z(t') \rangle + (t \leftrightarrow t'), \]  
(34)

where \( i, j = x, y, z \) denote the spin components. To lowest non-trivial order in \( t_1 \), we treat the two temporal correlation functions \( \chi(t-t') = \langle S^z(t) S^z(t') \rangle \) and \( C(t-t') = \langle \hat{I}_{\text{spin}}^z(t) \hat{I}_{\text{spin}}^z(t') \rangle \rightarrow \langle \hat{I}_{\text{spin}}^z(t) \rangle \langle \hat{I}_{\text{spin}}^z(t') \rangle = \delta_{\text{t},z} \delta_{\text{t'},z} A \) (for \( |t-t'| \rightarrow \infty \)) independently. To this order, the wavefunctions with respect to which we compute the expectation values are the products describing the decoupled evolution of both the spin and of the left and right contacts separately. When Fourier transformed, the symmetrized correlator \( \langle [\delta \hat{I}(t), \delta \hat{I}(t')] \rangle \) is the current noise originating from the local spin. For small \( (T_1/T_0) \ll 1 \) (the experimental situation), \( \mathcal{O}(\langle [\delta \hat{I}(t), \delta \hat{I}(t')] \rangle) = (T_1/T_0)^2 \delta_{\text{t},z} \). In evaluating the spin current correlator \( C(t) \), we ignore the fluctuating contributions present for short times (large frequencies). The spin current correlator \( C(t) \) has a finite, asymptotic, long time value, \( A \), that reflects the spin polarized DC current emanating from the STM tip. In Fourier space, the current power spectrum is a convolution of the spectra associated with \( S \) (i.e. \( \chi(\omega) \)) and \( \sigma \) (the spin current correlator \( C(\omega) \)):
\[ \langle [\delta \hat{I}(\omega)]^2 \rangle = e^2 T_1^2 \int \frac{d\omega_1}{2\pi} \chi(\omega_1) C(\omega - \omega_1) + (\omega \rightarrow -\omega) \]  
(35)

At low frequencies, \( C(\omega) \simeq 2\pi A \delta(\omega) \), and, consequently,
\[ \langle [\delta \hat{I}(\omega)]^2 \rangle = 2 A e^2 T_1^2 \chi(\omega) + \ldots \]  
(36)

The ellips in Eq.(36) refer to the contribution to the convolution of Eq.(35) from the finite frequency (short time) contributions to \( C(t) \). Assuming such finite frequency contributions in \( C(\omega) \) have low spectral weight, the effect of these contributions will be low. This low order result is augmented by higher order corrections in \( T_1 \) as well as contributions arising from the connected component of the current current correlator which amounts to a shot noise like contribution. As noted, in Eq.(36) we neglected the effect of finite frequency components of \( C(\omega) \) in the convolution of Eq.(35). We believe the large finite frequency components of the spin current \( C(\omega) \) to be small as these correspond to transient fluctuations about an assumed steady state. This assumption is not necessary, however. More generally, we may deal with the full convolution in Eq.(35) directly without invoking any assumptions. We may potentially do this by first performing a measurement on a reference state. For instance, if we initially replace the single spin by a large cluster of a large fixed spin, we may then experimentally measure the resulting spin current \( C(\omega) \). Armed with the knowledge of the spin current (from this earlier measurement on the magnetic cluster), once the noise spectrum \( \langle [\hat{I}(\omega)]^2 \rangle \) is measured for the single spin, we can directly deconvolve Eq.(35) to obtain the spin susceptibility. Eqs.(35, 36) are the central result of this section. They vividly illustrate how the spectroscopy of the noise in the tunneling current \( \langle [\delta \hat{I}(\omega)]^2 \rangle \) allows us to directly probe the spectrum of spin fluctuations encapsulated in \( \chi(\omega) \). The spin polarized tunneling current provides a reference frame with respect to which we may measure the fluctuations of the localized spin \( S(t) \).

### 4.2. The origin of Spin Dependent Tunneling

We now elaborate on the origin and magnitude of the spin dependent tunneling matrix elements of Eq.(30). Their origin here is similar to that in earlier sections. The spin dependence of the tunneling originates from...
the direct exchange dependence of the tunneling barrier.\textsuperscript{29} The overlap of the electronic wave functions of the tip and surface, separated by a distance \( d \) is exponentially small and is given by a spin dependent tunneling matrix \( \tilde{T} = \gamma \exp[-\sqrt{\frac{J_S}{\Phi_0}}(t - \tau)] \), where we explicitly include the direct exchange between tunneling electron spin \( \sigma \) and the local spin \( \mathbf{S} \). Here, \( J \) is the exchange interaction between the electrons tunneling from the tip and the local precessing spin \( \mathbf{S} \). In the above, \( \tilde{T} \) is to be understood as a matrix in the internal spin indices, and \( \Phi \) is the tunneling barrier height. Typically, \( \Phi \) is a few eV. As a canonical value we may assume \( \Phi = 4eV \). \( \Phi_0 = \frac{\hbar^2}{m_e} \) is related to the distance \( d \) between the tip and the surface.\textsuperscript{29} As the exchange term in the exponent is small compared to the barrier height, we may expand the exponent in \( J \Phi \). Explicitly, \( \tilde{T} \) may be written as \( \tilde{T} = T_0 + T_1 \sigma \cdot \mathbf{S}(t) \) where,

\[
T_0 = \gamma \exp(-\frac{\Phi}{\Phi_0})^{1/2} \cosh\left[\frac{JS}{2\Phi}\frac{\Phi}{\Phi_0}\right], \quad T_1 = \gamma \exp(-\frac{\Phi}{\Phi_0})^{1/2} \sinh\left[\frac{JS}{2\Phi}\frac{\Phi}{\Phi_0}\right]
\]

for the spin independent and spin dependent tunneling respectively. As a typical rule of thumb, \( T_1/T_0 \approx \frac{d}{\Phi_0} \ll 1 \).

4.3. Backaction effect of the tunneling current on the spin

We may use the tunneling Hamiltonian of Eq.(30) to estimate the decay rate of the localized spin state resulting from the spin scattering interaction associated with \( T_1 \). To second order this calculation is equivalent to a simple application Fermi’s golden rule leading to an up-down spin flip rate \( \frac{1}{\tau_e} = \pi T_1^2 N_L N_R eV \), with \( V \) is the voltage applied between the left and right electrodes. Similarly, the DC tunneling current \( I_0 \) is given by the tunneling rate of conduction electrons \( \frac{1}{\tau_c} = \pi T_0^2 N_L N_R eV \), where \( N_{L,R} \) denotes the density of states at the Fermi level of the tip and surface respectively.\textsuperscript{30} Diagrammatically, both the spin scattering and electronic scattering rates arise from the simple bubble diagram whose real-time propagators are \( G_L(t) \) and \( G_R(-t) \), where \( G_{L,R} \) correspond to the left and right Green’s functions for the conduction electrons respectively. The sole difference between the two (spin dependent/independent) scattering rates arise from the single loop integrals appearing in the bubble diagram needs to be scaled by \( T_0^2 \). The spin independent scatter rate \( (\tau_e^{-1}) \) is the much same albeit a scaling by the spin independent scattering amplitude squared \( (T_0^2) \). Comparing these simple results, we find

\[
\frac{1}{\tau_s} = (\frac{T_1}{T_0})^2 \frac{1}{\tau_c} \approx (\frac{JS}{2\Phi})^2 \frac{1}{\tau_c}.
\]

The important outcome of this analysis is that the current induced broadening predicts a spin relaxation rate \( \frac{1}{\tau_e} \propto I_0 \) which may be experimentally tested. This result has a very simple interpretation: the impinging foreign electron tunneling rate for a DC current of magnitude \( I_0 = 1nA \) is given by \( \frac{1}{\tau_e} \sim 10^{10}Hz \). By contrast, the probability to produce a spin flip, sparked by the tunneling electrons, is proportional to \( T_0^2 \), which leads to Eqn.(38) for the linewidth. The full intrinsic line width is further enhanced by the coupling of the spin to the environment (e.g. the interaction between the spin and various substrate excitations) which may indeed further increase the spin flip rate. The net observed linewidth,

\[
(T_s)^{-1} \approx \tau_e^{-1} + \tau_{env}^{-1},
\]

includes both backaction contributions \( (\tau_e^{-1}) \) and the aforementioned linewidth broadening due to coupling to the environment \( (\tau_{env}^{-1}) \). The inverse backaction relaxation time scale sets a lower bound on the net relaxation linewidth of the single impurity spin. Given the typical values of the parameters in Eqn.(38), we estimate \( \frac{1}{\tau_e} \sim 5 \times 10^{9}Hz \) for our DC current of \( I_0 \sim 1nA, J \sim 1 eV, \Phi \sim 4 eV \), and \( S = 1/2 \). Future experiments will help to clarify the linewidth dependence on the various parameters.

4.4. A Sizable Signal to Noise Ratio

We now demonstrate that the (signal to noise) ratio of \( |\delta(\omega \rightarrow 0)|^2 \) (the excess noise induced by the impurity spin) to \( |I_{shot}(\omega \rightarrow 0)|^2 \) (the shot noise already present in the absence of the impurity spin) can be of quite significant (of order unity). The finite frequency ratio \( |\delta I(\omega)|^2/|I_{shot}(\omega)|^2 \) was computed in a multitude of systems and shown
to be bounded by 4 or other numbers of order unity. By contrast, the low or zero frequency signal to noise ratio \( \frac{\delta I(\omega \to 0)^2}{|I_{\text{shot}}(\omega \to 0)|^2} \) was found to be unbounded in many instances. For one calculation amongst many others demonstrating this explicitly, see e.g.\(^{31}\). Nevertheless, as we highlight below, the low frequency signal to noise ratio, \( \frac{\delta I(\omega \to 0)^2}{|I_{\text{shot}}(\omega \to 0)|^2} \), in our system is stringently bounded from above by a number of order unity, just as it is in many finite frequency situations. By considering typical values, we show that this ratio may saturate this upper bound and be markedly large, potentially allowing for single spin dynamics detection. To estimate this ratio, we note that \( \langle \delta I(t) \rangle = e T_i \langle S_i(t) I_{\text{spin}}(t) \rangle \) leading to \( \mathcal{O}(e T_i A^{1/2}\langle S_i(t) \rangle) \). As throughout, \( h = 1 \), and spin is dimensionless. To obtain estimates of orders of magnitude let us inspect Eqs.\((31, 33)\). The net electronic current \( I_e \) of Eq.\((31)\) is of the order of \( I_0 \). Insofar as orders of magnitude are concerned, the spin current \( (I_{\text{spin}}) \) defined in Eq.\((33)\) satisfies \( \mathcal{O}(A^{1/2}) = \mathcal{O}(I_{\text{spin}}) = \mathcal{O}(\frac{e T_i}{e T_0}) = \mathcal{O}(\frac{1}{e T_0}) \). The shot noise, \( (I_{\text{shot}}^2) = a e I_0 \), where the numerical constant \( a = \mathcal{O}(1) \). Noting that \( I_0 = \frac{e}{\tau_e} \), and making use of Eq.\((36)\), the signal to noise ratio is found to be \( \frac{\langle \delta I(\omega \to 0)^2 \rangle}{\langle \delta I_{\text{shot}}(\omega \to 0)^2 \rangle} \sim \frac{T_i^2}{\tau_e^2} \chi(\omega)^{1/2} \). The ratio \( (T_i / T_0) \sim \frac{J}{2\Phi} \). Inserting \( \chi(\omega) = \langle S_i \cdot S_{-\omega} \rangle \sim \frac{1}{\omega^2 + 1/T^2} \) for the susceptibility, we obtain

\[
\frac{\langle \delta I(\omega \to 0)^2 \rangle}{\langle \delta I_{\text{shot}}(\omega \to 0)^2 \rangle} \sim \frac{T_i^2}{\tau_e^2} \sim \frac{(J^2)}{2\Phi^2} \frac{T_i^2}{\tau_e^2}.
\]  

(40)

Inserting typical values, \( J \approx 0.1 - 1 \) eV, \( \Phi \approx 4 \) eV, \( T_i \sim 10^{-8} \) - \( 10^{-6} \) seconds, and \( \tau_e \sim 10^{-10} \) seconds \( \langle \ln A \rangle \), we find the above signal to noise ratio is, naively, 1-100. As promised, we now demonstrate, that within this allowed empirical regime, the signal to noise ratio will typically veer towards the lower end of the spectrum (i.e. may be of order unity at most). The bottleneck in the signal to noise ratio is set by the backaction effect of the single spin on the tunneling current. More explicitly, fusing Eqs.\((38, 39)\) together,

\[
(T^*)^{-1} \approx \tau_s^{-1} + \tau_{\text{env}}^{-1} \approx \frac{(J S)}{2\Phi} \frac{1}{\tau_e} + \tau_{\text{env}}^{-1},
\]

(41)

leading us to conclude that \( T^* \) is less than or approximately equal to \( \left( \frac{2\Phi}{J S} \right)^2 \tau_e \). Inserting this in Eq.\((40)\),

\[
\frac{\langle \delta I(\omega \to 0)^2 \rangle}{\langle \delta I_{\text{shot}}(\omega \to 0)^2 \rangle} \leq \frac{(J^2)}{2\Phi^2} \frac{T_i^2}{\tau_e^2} < \mathcal{O}(1).
\]

(42)

In the above equation, the inequalities may be approximately saturated. As the generic signal to noise ratio is bounded both from below and above by a number of order unity, the signal may indeed be quite sizable (of the order of the shot noise) and may be detected. This sizable ratio offers promise for such a detection.

5. CONCLUSIONS

We investigated spins embedded in various junctions leading to measurable effects. Are major findings are that:

[i] Inserting a spin into a normal junction immersed in a weak magnetic field leads to a modulation of the tunneling conductance. We predict the existence of a new mode whose frequency is double the Larmor frequency.

[ii] The tunneling current may, in turn, also alter the spin dynamics. This was made evident by the investigation of spin motion when embedded in Josephson junctions subjected to weak external magnetic fields. We predict spins to exhibit new nutations (Josephson nutations) as a consequence of pairing correlations. Our predicted effect is within possible reach of a proposed experiment.

[iii] We advanced noise spectroscopy as a new tool to probe single spin dynamics. Specifically, we investigated a single spin in embedded in an STM- substrate junction and illustrated how the noise in the current may allow us to discern the highly fluctuating single spin motion where other methods fail.

ACKNOWLEDGMENTS

We gratefully acknowledge A. Shnirman. This work was supported by the US DOE under LDRD X1WX and by NSF EIA-0205641 (MFC).
REFERENCES