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Adiabatic Passage through Chaos
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We study the process of nonlinear stimulated Raman adiabatic passage within a classical mean-field
framework. Depending on the sign of interaction, the breakdown of adiabaticity in the interacting
nonintegrable system is not related to bifurcations in the energy landscape, but rather to the emergence of
quasistochastic motion that drains the followed quasistationary state. Consequently, faster sweep rate,
rather than quasistatic variation of parameters, is better for adiabaticity.
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The analysis of quasistatic adiabatic processes is a
central theme in quantum thermodynamics, coherent con-
trol, quantum state engineering, nonlinear and quantum
optics, and nanotechnology. The adiabatic paradigm
extends from microscopic systems with few degrees of
freedom, through mesoscopic nanomachinary to macro-
scopic steam engines. Throughout this vast range of
applications, common wisdom has it that “slow is better,”
i.e., that excitations from the followed adiabatic state can be
avoided by slower variation of the system’s control param-
eters. Here, we show that when chaotic stages are encoun-
tered during an adiabatic scenario, slow variation can in fact
damage 1its efficiency.

The effect is demonstrated using a minimal example: a
stimulated Raman adiabatic passage (STIRAP) [1,2] in the
presence of interactions. Advances in Bose-Einstein con-
densation, nonlinear optics, and the control of light in
coupled waveguides [3,4], have triggered great interest in
the application of adiabatic passage to interacting systems.
The effects of interactions on two-mode adiabatic
schemes were studied using various Bose-Hubbard dimer
Hamiltonians [5-26]. The common denominator for all
these studies is the quest for energetic stability. The
dynamics follows a stationary point (SP) of the instanta-
neous Hamiltonian H(x), where x = x(f) is a control
parameter. This SP, that has some x-dependent energy
E(SP), is required to be a local minimum (or a local
maximum) of the energy landscape. Nonlinear instability is
attributed to the emergence of a separatrix in the energy
landscape due to a bifurcation of such a SP.

The same energetic stability paradigm was adopted for
adiabatic passage in the three-mode trimer [27-31]: The
SPs of the energy landscape were found as a function of
time, resulting in a bifurcation diagram that reflects
topological changes in the energy landscape. Such bifur-
cations, notably the “horn” avoided crossing in the non-
linear STIRAP case [27], were assumed to cause the
breakdown of adiabaticity. However the three-mode system
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requires a more careful treatment. While the SPs of systems
with more than one degree of freedom are typically saddle
points of the energy landscape, their dynamical stability
analysis (e.g., via the Bogoliubov formalism [32,33]) can
indicate either stability (real Bogoliubov frequencies) or
instability (complex Bogoliubov frequencies). In fact, the
full understanding of stability requires a Kolmogorov-
Arnold-Moser perspective [34]. The bifurcation diagram
lacks this essential information. For the system under study,
Poincaré sections are valuable tools for inspecting the
mixed chaotic phase-space structure.

Outline.—We show that the adiabatic passage efficiency
is drastically affected by the appearance of chaotic regions,
whose existence is not related to the SP bifurcation
diagram. Consequently, the analysis of adiabatic passage
goes beyond the prevailing energetic stability paradigm.
Specifically, reduced efficiency in STIRAP is observed
even in the absence of avoided crossings. We establish that
the breakdown of adiabaticity occurs during specific time
intervals in which the followed SP becomes immersed in
chaotic strips on the same energy surface. One outcome of
this novel breakdown mechanism, is that adiabaticity may
be restored by faster variation of the control parameter, so
as to guarantee that the dangerous x interval is traversed
before the evolving state has the time to spread along the
chaotic strip.

STIRAP.—Many-body STIRAP is modeled by the time-
dependent Bose-Hubbard trimer Hamiltonian [27,35-42]
for N particles in three second-quantized modes,
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FIG. 1. (a) STIRAP pulse scheme. Throughout the Letter,

shaded intervals mark the range where chaos leads to breakdown
of adiabaticity, while vertical dotted lines mark the location of the
horn avoided crossings. (a),(c) The interaction parameter is
u = 0.2. Here and in all subsequent figures we set € = 0.1 for
the detuning. (b) The effective interaction parameter ug(x) for
u = 0.1 (dotted), 0.2 (solid), 0.3 (dash dotted). The background
color indicates the instability of the SP for each (x, u) point: it is
white if the Bogoliubov frequencies are real and colored by green
to blue to indicate nonzero magnitude of Im(w) (see text).
(c) Adiabatic E(SP) energies. The followed state corresponds
to the middle curve. (d) Emergence of the horn crossing. The
E(SP) of the followed state is enlarged for u = 0 (dotted gray),
u = 0.1 (dashed black), and u = 0.101 (solid blue).

equivalent to the one-photon detuning of the optical scheme
[1,2]. In STIRAP, the couplings are Gaussian Stokes and
pump pulses Q ,(x) = Ke==%,)" which depend on the
dimensionless parameter x. The standard realization is a
simple constant-rate sweep x(7) = t/z, with a “counterin-
tuitive” sequence x, — x; > 0, as shown in Fig. 1(a). The
system is prepared in the first mode [n;(0) = N]. For
U = 0, an adiabatic sweep transfers the population to the
third mode [n3(c0) = N] by following a coherent dark
eigenstate that does not project on the intermediate mode at
any time [n,(¢) = 0]. The studied effect is the breakdown
of this adiabatic 100% efficiency in the presence of
repulsive interactions (U > 0).

Classical dynamics.—In classical mean-field theory, field
operators @; are replaced by ¢ numbers a jE\/n_jeid)f.
Rescaling a; — a,/\/ﬁ and 7+ K, and defining P; =
|la;|*, we obtain the nonlinear Schrédinger equations [27]
ia = (Hy + uP)a, where

0 -x,/2 0 P, 0 O

-«,/2 & —x/2|, P=|0 P, O

0 -x/2 0 0 0 Py
(2)

The dimensionless parameters are the interaction u =
NU/K, the detuning e¢=E&/K, and the couplings
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FIG. 2. Evolution of the site populations versus x(¢). Locations
of the horn crossings (if they exist) and of the chaotic intervals are
marked. (a) Failure of STIRAP in the absence of SP bifurcations:
here u = 0.8¢ is below the critical value for obtaining the horn
crossing. The sweep rate is /K = 6 x 1073, (b) Recovery of
adiabatic passage with increased sweep rate (/K = 6 x 1074)
during chaotic intervals. (c) Failure of STIRAP for u = 2¢, with
initial conditions that bypass the horn crossing: the process is
launched at the adiabatic state after the avoided crossing. Sweep
rate is x/K = 6 x 107*. (d) For same u, efficiency is recovered
due to faster sweep (x/K = 4 x 1072).

K,s =8, /K. We also define the effective nonlinearity
Uegr(x) = u/[K3(x) + k%(x)]'/2. The latter is largest at the
beginning and at the end of the sweep, where the linear
coupling terms are small [see Fig. 1(b)].

Bifurcation diagram.—The steady states of our system
(at fixed x) are the SPs of the grand canonical Hamiltonian
H — uN, satisfying ia = pa, where y is identified as the
chemical potential. The solution of this equation has been
presented in [27]. The adiabatic energies E(SP) are the
value of H at the SPs. For u = O there are three SPs,
corresponding to the adiabatic eigenstates of linear
STIRAP [2]. In the presence of interaction, the SPs
bifurcate if the effective interaction u.g(x) is large enough,
i.e., at early and late times, as shown in Fig. 1(c). Foru > ¢
the horn avoided crossing appears [27] [see Fig. 1(d)]. As u
increases, more SPs emerge.

Careful inspection shows that the nonlinear breakdown
of adiabaticity goes beyond the bifurcation diagram analy-
sis [43]. In Fig. 2(a), inefficient transfer at low X is obtained
even for u <e& where no horn crossing is present.
Population oscillations, indicating nonadiabaticity, are
boosted only during the marked intervals in Fig. 2(a),
for which the adiabatic bifurcation diagram exhibits no
special nonlinear features. Moreover, as shown in Fig. 2(c),
while for u > ¢ the horn crossing does appear in an early
stage, adiabaticity breaks down even if the system is
initiated after it. Here, too, the growth of population
oscillations does not correlate with the avoided crossing
or any other feature in the bifurcation diagram.

Another unique finding is the dependence of transfer
efficiency on sweep rate. Oddly, the efficiency increases for
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FIG. 3. Stability analysis: (a) Re(w;) for u = 0.2. The followed
SP is swapped from an energy maximum in region (i) to a saddle
point in regions (ii) and (iii). (b) Im(w_,-) for u = 0.1 (dotted), 0.2
(solid), 0.3 (dash dotted). It becomes nonzero in region (iii),
implying loss of dynamical stability. Square markers in (a),(b)
denote approximate analytical solutions [43] for u = 0.2. The
parameters &, and ¢, are extracted as shown. (c) Dependence of &
(dotted) and 7, (solid) on u. Markers denote &, (L) and 7, (x) as
obtained from spreading simulations of a semiclassical cloud (see
Supplemental Material [43]).

faster sweep rates. In fact, as demonstrated in Fig. 2(b),
adiabaticity can be restored by speeding up the sweep
process only during the marked intervals mentioned above.
This prescription obviously has nothing to do with bifur-
cations of stationary solutions.

Stability analysis.—The followed SP’s stability is deter-
mined by solving the Bogoliubov equations [32,33] for its
quasiparticle modes (u;, v;) and frequencies w;. Defining
L =Hy+2uP(agp) — u/K, and M = —uP(agp), where
agp is the state vector at the stationary point, these
equations read

(G )= (0) o
M —£)\y, v

Energetic stability is determined by the signs of Re(w;),
while dynamical instability is indicated by nonvanishing
Im(w;). An analytical approximation for the Bogoliubov
frequencies (see Supplemental Material [43]) is in excellent
agreement with direct numerical diagonalization (see
Fig. 3). The resulting frequencies include the zero mode
@y = 0 due to global gauge symmetry [32,33]. From the
remaining frequencies w, , it is clear that, while the horn
crossing amounts to a transition from a self-trapped energy
maximum (@, < 0) to a saddle point (o; < 0, @w, > 0),
dynamical instability only appears later, in precise agree-
ment with the “adiabaticity killing grounds” of Fig. 2. The
breakdown of STIRAP efficiency is thus not due to
energetic instability, but rather due to dynamical instability.
From these plots, we find the width of the unstable region
&, and the characteristic instability time ¢, = In2/ max(®)

x=2.6970

x=1.1818 x=2.3939

FIG. 4. Poincaré sections for the fixed x Hamiltonian at
representative values of x. Here u = 0.22. The energy in all
panels is E = E(SP) of the followed SP. The cross section is
taken through the n, = n,(SP) plane of the 3D energy surface.
We use polar coordinates z; = rsing, z; = rcos¢, where
r = [l — (n/N)]/2. Magenta dots correspond to a semiclassical
cloud, initially localized around the followed SP. Gray shading
marks energetically forbidden regions. Note that these panels
depict the adiabatic sequence up to the middle point x ~ 3. The
Poincaré sections at later times mirror the presented panels and
contain a second chaotic interval.

at which the fluctuations are doubled. These parameters
agree well with numerical simulations of the spreading of a
semiclassical cloud around the SP (see Supplemental
Material [43]).

Passage through chaos.—In Fig. 4, we show represen-
tative Poincaré sections for several x values during the
adiabatic passage. The Bose-Hubbard trimer is a two
freedom system (two population imbalances and two
relative phases serving as conjugate coordinates); hence
its phase space is 4D and the fixed energy surfaces are 3D.
For a given N and E our dynamical coordinates are the
middle site occupation n,, the population imbalance
n = n; — n3, and the relative phase ¢ = @; — ¢5. All the
trajectories belong to the pertinent energy surface
E = E(SP). A trajectory is sampled each time that it
intersects the plane n, = n,(SP). Accordingly, we get a
section whose coordinates are z = (@, n). These are dis-
played as polar coordinates in Fig. 4. Note that the observed
structures do not reflect the topography of the energy
landscape, but correspond to various periodic orbits,
invariant tori, and chaotic regions on the same energy
surface. The plotted sections contain a single SP that
supports the followed adiabatic eigenstate, while the other
“fixed points” are in fact periodic orbits. In each section, we
plot the evolution of a cloud that is launched around the
followed SP.

The sequence of Poincaré sections reveals the source of
dynamical instability. At early times (x = 1.1818) the
dynamics is interaction dominated and the evolution is
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restricted to self-trapped trajectories. Appropriately for an
energy maximum, the followed SP is surrounded by an
energetically forbidden region (gray). After the horn cross-
ing, the followed SP is an energy saddle, the forbidden
region disappears, and an intermediate nonlinear resonance
shows up as a “belt” in the Poincaré section (x = 2.3939).
At larger x, the belt expands and a chaotic strip is formed
along its border (x =2.6970). The enclosed “island,”
containing the followed SP, shrinks down until the SP hits
the chaotic strip (x = 2.7576). The dynamical instability
intervals correspond to the embedding of the followed SP
in the chaotic strip, resulting in the quasistochastic spread-
ing of the initially localized distribution over the chaotic
region (x = 2.7879). The entire progression takes place on
a single 3D energy surface and has no trace in the adiabatic
energy diagram.

Adiabaticity threshold.—The draining of the SP region
can be avoided if the chaotic interval &, is traversed on a
shorter timescale than the instability time ¢,. Thus, a low
sweep rate adiabaticity threshold should exist. Combining
with the standard adiabaticity condition, we deduce that
high STIRAP efficiency is maintained for

= <x<—K 4
s<x<3ﬂ (4)

The upper limit is required for 96% efficiency [2] and
ensures small probability for nonadiabatic transitions in the
transverse (energy) direction. If X is constant throughout the
evolution, the adiabaticity threshold condition translates
into 7 < t,/x, for the sweep time. For larger u, the £ range
becomes larger, while 7, becomes smaller [see Fig. 3(c)].
Consequently, the adiabaticity threshold is monotonically
increasing as a function of u.

Horn versus belt resonance.—The horn avoided cross-
ing [27] is a 1:1 resonance (frequency of the first site
matches the frequency of the second due to interaction). It
is born provided u > ¢ such that the condition Un; = £ can
be satisfied. We realize that there is also a nonlinear 2:1
resonance that manifests itself if u > /2 (frequency of the
first site is half the detuning). It shows up in the Poincaré
section as a belt that consist of two islands. This belt is born
far away from the followed SP, nevertheless, it can choke
the SP in a later stage (Fig. 4).

We note that weak nonadiabatic effects due to horn
resonance can be detected as well, but for u > 0, as
discussed above, they are overwhelmed by the passage-
through-chaos mechanism. In contrast, Poincaré sections for
u < 0 (not presented) show that the SP does not go through
the chaotic strip of the nonlinear belt. Consequently, in the
latter case, the passage-through-chaos mechanism becomes
irrelevant, and the failure of STIRAP is purely due to the
horn crossing.

STIRAP efficiency.—In Fig. 5, we plot the STIRAP
efficiency as a function of u for several values of x, as well
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FIG. 5. STIRAP efficiency. Pj5 is the population fraction in the
target state at the end of the nonlinear STIRAP. (a)—(d) P; as a
function of u for x/K = 6 x 103,66 x 1074, 6x 107°, 6 x 1077,
respectively. Vertical lines in (c),(d) mark the chaoticity threshold
u = ¢/2. (e)—(h) Present P5 as a function of the sweep rate x for
u = 0.05, 0.1, 0.2, 0.3, respectively. Vertical lines mark the range
of adiabaticity [condition (4)]. The estimated SP survival prob-
ability Eq. (5) is plotted as orange dashed line.

as the complimentary dependence on x at fixed u. The
shrinking of the high efficiency u range as x is decreased
and reflects the breakdown of adiabaticity due to the
passage-through-chaos mechanism. In the adiabatic regime
Figs. 5(c) and 5(d), the range of ~100% efficiency is
restricted by the “chaoticity threshold” (Ju| < |e|/2) below
which no stochastic strips are formed. We note that a
similar plot in Ref. [27] corresponds to an intermediate
value of x; hence it does not represent the adiabatic regime.

Looking at the right panels of Fig. 5, we see that below
the chaoticity limit [Fig. 5(e)] there is no breakdown in the
slow sweep limit, and the efficiency is monotonically
decreasing with the rate, just as in the linear case. Once
chaos sets in Figs. 5(f)-5(h), high efficiency can still be
maintained if condition (4) is satisfied. As u is further
increased, the high efficiency range between the slow and
fast sweep boundaries shrinks, until the two inequalities of
Eq. (4) cannot be satisfied simultaneously Fig. 5(h).

The transfer probability P; can be written as a sum
Py + Py Where Py, is the probability for survival in
the SP region, while P the scattered component. The
former can be estimated as follows: The spreading trajec-
tories in the stochastic region have frequencies w €
[0,1/2,] with roughly uniform distribution. Trajectories
that survive in the SP region satisfy w x (£,/x) < 1; hence
their fraction is
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Py = min{(ts/gs)jcv 1} (5)

This estimate can serve as a lower bound for the STIRAP
efficiency as illustrated in Figs. 5(f)-5(h).

Conclusions.—The physics of three-mode adiabatic pas-
sage schemes is more intricate than that of the nonlinear
Landau-Zener paradigm. The latter relies entirely on ener-
getic stability, which is endangered by bifurcations of the
followed SP. By contrast, the failure of adiabatic passage in
nonintegrable systems is related to dynamical instability on
a single multidimensional energy surface, containing both
quasi-integrable and chaotic regions. Consequently, adia-
batic passage efficiency can be improved by faster variation
of the control parameters. The role of chaos as an optional
tool to control the outcome of a STIRAP scheme has been
pointed in [44,45] in a different context: there the chaos was
due to the laser frequencies, and the analysis was based on
Floquet theory that goes beyond the traditional rotating-
wave approximation of Eq. (1).

This research was supported by the Israel Science
Foundation (Grant No. 283/18).
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