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In this paper several electron spin resonance-scanning tunneling microscopy (ESR-STM) experiments
are described. In this technique, the tip of a STM scans a surface that contains isolated paramagnetic
spin centers. The individual spin centers apply a time-dependent perturbation on the tunneling elec-
trons, giving rise to a time-dependent component of the tunneling current—at the Larmor frequency
[J(®w.)]. This occurs only when the tunneling region is close to the spin center. Therefore, J(w; ) is spa-
tially localized. Reproducibility of the spatial localization together with a reproducible tip-dependent
frequency shift were observed. In higher magnetic fields the average linewidths, together with the fluc-
tuations in the frequency of the signal (probably due to the electric fields near the spin center), are larger.
The proposed mechanism is that electric-dipole-moment oscillations, which are modulated by the Lar-
mor frequency (the Zeeman effect), will give a significant J (@, ) component close to the tunneling region

by modulating both the barrier height and width.

The scanning tunneling microscope'>? (STM) is a revo-
lutionary device that is capable of atomic resolution. It
can provide information on conducting surfaces, either
semiconductors or metals.?”® Studying local physical
phenomena® 13 is also possible and an example is the ob-
servation of the precession of individual paramagnetic
spins with the use of'*"17 electron spin
resonance—scanning tunneling microscopy (ESR-STM).
In this technique, weak rf signals—at the Larmor
frequency—are observed. In order to detect these weak
rf signals a home-built ultrahigh-vacuum scanning tun-
neling microscope with a highly sensitive rf system was
constructed. This system includes a network for im-
pedance matching, an rf amplifier, and a spectrum
analyzer. In order to detect the expected signal intensi-
ties, an extremely small bandwidth, together with a low
noise detecting system must be used. Our best noise level
is —160 dBm (at a bandwidth of 10 Hz), which means
that signal levels of a little less than 0.1 nA are still
detectable. Most of our experiments were done on
thermally oxidized Si(111) surfaces. Such surfaces, be-
cause of the lattice mismatch between silicon and silicon
dioxide, contain unoxidized paramagnetic silicon dan-
gling bonds (one out of 1000 surface silicon atoms)—P,
centers.

The initial experiment was done in a field of 139 G
which was measured by a Gaussmeter. The predicted
Larmor frequency was 389.2 MHz. Two examples of the
observed spectra are shown in Figs. 1(a) and 1(b). The
detection bandwidth was 100 Hz. The peaks have a
linewidth of 200-400 kHz, and show a change in the fre-
quency of 2 MHz.

In order to demonstrate the dependence of the detected
signal on the magnetic field and to check whether signals
are detectable only at the Larmor frequency, the field was
increased to 157 G (where the Larmor frequency is ex-
pected to be 439.6 MHz). Several experiments were done
with a much larger spectral width. An example is shown
in Fig. 1(c). The linewidth of this peak is broader than in
Figs. 1(a) and 1(b). This might be due to the fact that the
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signal is smeared by a too rapid sweeping. Nevertheless,
the signal was found only at a frequency of 437.5 MHz.
In all these experiments, the signals are observed at the
Larmor frequency but have some random frequency shift
of about 3—4 MHz [such as in Figs. 1(a) and 1(b)].

In order to demonstrate spatial localization, a comput-
er program which records rf spectra from several close (3
A apart) locations on the surface was written. A two-
dimensional map is observed, in which the horizontal axis
displays the rf spectrum and the vertical one, the spatial
location on the surface. Examples are shown in Fig. 2.
The rf signal is observed over a spatial range of 10 A on
the surface. The spatial localization of the signal is
reproducible. The spectra shown [in Figs. 2(a)-2(d)]
demonstrate that in four consecutive attempts the signal
appeared at the same location on the surface, namely, it
is possible to return to the same location on the surface
and to see the signal again. This reproducibility demon-
strates the validity of the ESR-STM technique. It will
enable more systematic studies on the same spin center.

Although the shape and the central frequency of the
peak are subject to random variations, the signal ob-
served at larger spatial coordinate [higher in the sequence
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FIG. 1. rf spectra of the tunneling current in a magnetic field
of 139 G [(a) and (b)] and 157 G (c). Notice that the span width
in (c) is much larger.
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FIG. 2. rf spectra of the tunneling current
at a field of 157 G. The horizontal axis
displays the frequency and the vertical one the
spatial location on the surface. The distance
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between two consecutive (vertical) spectra is 3
A. (a)=(d) show four consecutive spatially
dependent rf spectra of the tunneling current
at the same locations on the surface. These
spectra demonstrate the reproducibility of the
spatial localization, as well as the reproducibil-
ity of the spatially dependent frequency shifts.
Frequencies are measured in MHz.
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in Figs. 2(a)-2(d)] is at a slightly lower frequency than
the other one. This shift is reproducible, and is observed
in three consecutive spectral sequences [Figs. 2(a), 2(b),
and 2(d)]. This demonstrates a certain correlation be-
tween the rf signal and the spatial location. This is prob-
ably due to electric fields which are dependent on the rel-
ative orientation between the tunneling region and the
spin center.

Further increasing the field to 250 G gives a signal at
700 MHz. According to our results so far [Figs. 3(a) and
3(b), for example], at this frequency the lines are broader
(2—5 MHz) and their frequency fluctuations are stronger.
Of course, this reduces the signal intensity and makes it
harder to detect. In order to make the signal clearer, a
low-pass Fourier filter was applied on the spectra. This
phenomenon might be due to genuine relaxation process-
es which are more effective at higher frequencies, or due
to increased dephasing due to the interaction with the
tunneling electrons. This question will be investigated.

It will be shown that these observations are consistent
with a mechanism of modulation of the tunneling proba-
bility at w; when the tunneling electrons are in close
proximity to a spin center which exhibits the Zeeman
effect. In order to show this a detailed calculation was
done on a relevant model which represents the P,
center.!>16

Conventional ESR studies on thermally oxidized
Si(111) surfaces gave a g anisotropy of ~0.01.!% The an-
isotropy of the g tensor is due to the contribution of or-
bital angular momentum to the total one. The spin angu-
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lar momentum gives a fully isotropic g value. Therefore,
the size of the anisotropy provides the size of the effective
orbital angular momentum. The first approximation
which is made, in order to develop a model for the g an-
isotropy of the P, center, is looking only at the defect
“molecule.” The structure of a silicon crystal is a dia-
mond lattice, in which each atom is bonded to four
nearest-neighbor silicon atoms. Due to the tetrahedral
symmetry, the basic electronic functions are the |SP3)
functions. The basis functions are, thus,
|SP3a),|SP3B), ..., |SP3B) (including the spin func-
tions). The coordinate system is chosen such that the
ISP} ) orbitals are in the (111) direction (normal to the
surface). It is higher in energy by A. The additional term
in the Hamiltonian is the spin-orbit coupling ALS, where
A is the spin-orbit coupling constant, and L and S are the
orbital and spin angular momenta, respectively. After
that the Zeeman term is added (in the presence of the
magnetic field): B(L +g,S)H where 3 is the Bohr magne-
ton and H is the external magnetic field. g, is the “free”
spin g value. Diagonalization gives the g value of the
ground-state Zeeman transition. It is found that when
the magnetic field is parallel to the dangling bond, g =g,.
When the field is perpendicular to it, g =g, +A/A. Com-
paring this with the experimental g values gives
A/A~0.01.1%16 The spin-orbit coupling regenerated the
“quenched” Orbital angular momentum to the size of
A/A.

As is known from inelastic tunneling spectroscopy, the
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FIG. 3. Two spatially dependent rf spectra
(not of the same location) showing the larger
linewidths and the larger frequency shifts of
the signal at higher magnetic fields (250 G).
Frequencies are measured in MHz.
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FIG. 4. (a) The calculated intensities of the
time-independent [J(0)] and the Larmor fre-
quency [J(w;)] components of the tunneling
current for different tunneling distances d. (b)
The ratio J(w;)/J(0) as a function of d for
several lateral distances (parallel to the sur-
face). The lateral distance L in A is written at
the right side of each curve (the numbers
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tunneling electrons are capable of exciting different
modes in tunneling junctions. It is clear that the presence
of an electric dipole moment in the spin center implies a
nonzero transition probability between the states, which
means that for a certain orientation between the tunnel-
ing electrons and the spin center, a steady superposition
of electronic states will arise. Calculating this superposi-
tion is a tedious theoretical problem and therefore certain
excited states were assumed a priori.'® The charge densi-
ty in |SP3) (which has the largest interaction with the
tip) is time dependent, and this time evolution is modulat-
ed by the Larmor frequency, namely,

p‘SP8>(t)=a0+2 a,cos(w; T /2)cos(w,t) ,

where w,~A/#. The maximum size of the sum of the
®; modulated components (3 ,a,) is approximately
A/A, which is the size of the effective orbital angular
momentum. These results are quite general. Namely, the
size of the g anisotropy will give the size of the Larmor
frequency modulated component. The difference fre-
quency is the Larmor frequency ;. The ability to ob-
serve difference frequency components with the STM was
demonstrated in several different experimental sys-
tems.!>%0

The question which now arises is how the oscillating
charge density [p|SP(3) >(t)] affects the elastic tunneling

process in close proximity to the spin center and what is
the relative size (to the dc component) of the Larmor
frequency component of the tunneling current
[J(w;)/J(0)]. An order-of-magnitude answer is provid-
ed by the following crude calculation: The most impor-
tant interaction between the spin center and the tunnel-
ing electron is Coulombic (e?/r). The time-dependent
Coulombic interaction as a result of the charge-density
oscillation can be described as the following:
E,,=0.01(e?/r)cos(wy t /2)cos(w,t ), where 0.01 is the
relative amplitude of this oscillating component. Using
conventional units, E,(f) can be written as {0.14
eV/r[A]}cos(coLt/Z)cos(coAt ). ris best approximated as

V/L*+(d /2)%, where L is the lateral distance between
the spin center and the tunneling electron and d is the
tunneling distance. In the STM, at a large tip-sample dis-
tance, the barrier height is an average between the work
functions of the tip and the sample (¥ ). As the barrier
width is reduced, the effective barrier height (V,) be-

0,1,2,3,4,5).

comes smaller according to the formula V,=V _, —a/d,
where a~10 eV A.2' The effective time-dependent bar-
rier height will be V,(t)=V,+E(t). Since the barrier
height and width are connected it is possible to write
d(t)=a/[V, —V,(t)], namely, a time-dependent barrier
width is observed. The time-dependent tunneling current

is J(t)=e A‘/Vemdm, where 4 =V (87m /#). The calcu-
lation is completed by a Fourier transform of J(¢) and
finding the ratio J(w;)/J(0) [J(O) is the time-
independent tunneling current]. The fact that Pisp3 y(1) is

affecting both V,(¢) and d (t) gives a rather strong time-
dependent tunneling current. Due to the extreme non-
linear nature of J(z), a significant J(w;) component is
observed. Figure 4(a) shows the intensities of J(0) and
J(wp ). Figure 4(b) shows the ratio J(w; )/(0) at several
d and L, showing the expected spatial localization. The
calculated intensities are 10-30 % of the observed ones.
A more accurate calculation must be performed to clarify
this point.

ESR-STM was also used to observe a large free radical
molecule deposited on a gold surface. The observed sig-
nal was weaker (few picoamperes) than on P, centers and
a special lock-in detection system was required.!” This is
consistent with the proposed mechanism due to the
smaller size of effective orbital angular momentum of this
molecular spin center.

The spin center which was examined with the STM is
influenced by strong electric fields. These fields are ex-
pected to change the size of the effective orbital angular
momentum (A/A). The mechanism predicts that an in-
crease in the frequency of the signal (larger A /A) as a re-
sult of different electric fields (for example, due to
different tip locations) have to be associated with an in-
crease of intensity. Such behavior is observed in most
[Figs. 2(a) and 3(b) and 3(c), for example] but not all [Fig.
2(b)] spectra.

An alternative mechanism was proposed.??> Although
several facts support the mechanism described here, fur-
ther studies are required to clarify the correct mecha-
nism.
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